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challenges. Despite the increasing amount of research on improving the computational aspects of LLM algorithms, there is a 

significant gap in work focusing on the human element, especially how these technologies impact users and enhance their 
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review synthesizes findings from papers sourced mainly from the ACM digital library highlighting human-centered implications 

of these technologies. Through a thematic analysis we have identified three key themes: supporting healthcare providers, 

enhancing patient interactions, and empowering communities through education. Our findings and future directions emphasize 

the importance of user-centered design in the integration of LLMs in healthcare. This paper serves as a foundational reference 
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efficient but also compassionate, ethical, responsible and user centered.  
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1 INTRODUCTION 

LLMs and Generative Artificial Intelligence (Gen AI) are revolutionizing various fields, including healthcare [10, 

21, 26, 42] , by changing the way people work and interact with technology. They are capable of understanding 

and generating text and images, which enables professionals and relevant stakeholders to assist in a wide range of 

tasks. For example, within the health sector they are capable of tasks from diagnosing diseases [31, 46] to 

providing emotional support [33, 62]. They are even capable of interacting with multiple spoken languages (e.g. 

[15, 48]). As a result, there is an increasing amount of research on LLMs and various forms of Gen AI. Weizenbaum 

[70] delves into the impact of computers on human perception and society by exploring the development of 

conversational computer programs like Eliza and the potential for computerized psychotherapy, raising questions 

about the boundaries between human and machine intelligence. In another study by Kenneth Colby [9] focused on 

the development of a model of paranoid thinking within the realm of artificial intelligence research. However, 

even though there is substantial research on improving the computational efficiency of LLM algorithms (e.g.  [13]  

) and even introducing new models (e.g. Open AI’s GPT [84], Google’s GEMINI [85], Meta’s LlaMa [86]) there is a 

notable lack of work on how these technologies impact users and can enhance human lives. As Human Computer 

Interaction (HCI) practitioners, we believe that it is crucial to explore these developments from a human-centered 

perspective to ensure that the integration of LLMs prioritizes user needs, enhances user experiences, and 

addresses ethical considerations [67], especially when dealing with the health sector where many stakeholders 

are vulnerable. 

      The aim of this paper is to synthesize HCI research on the use of LLMs in healthcare to establish research 

directions for future research in HCI and to highlight the importance of keeping the user at the center of these 

technological advancements. We utilized the scoping review methodology [4] supplemented with the PRISMA 

model [64], as a research methodology to explore the existing literature on the topic, focusing on works published 

after January 2022. There are similar systematic reviews conducted on the use of LLMs in specific branches of the 

health sector and specific groups of users. For example, there are reviews conducted focusing on mental health 

[23, 47] , medicine [41],  public health [27]. Additionally, Iloanusi and Chun  [24] have explored the effects of LLMs 

on  marginalized minorities. These literature surveys predominantly explored the computational aspects of the 

LLMs (e.g. [7, 41]) rather than the user perspectives and failed to capture papers published in important HCI 

venues, such as CHI and CSCW, among others. In contrast to these reviews, this paper provides a much broader 

and timely scoping review focusing specifically on the HCI literature. As far as we are aware, this is the first 

scoping review conducted on the use of LLMs in healthcare from a user-centered perspective. 

Following are the research questions we explored with our scoping review. 

RQ1: What is the discourse around the use of LLM powered tools and their impact on patient satisfaction, 

trust, and engagement in managing their health conditions? 

RQ2: What are the experiences and challenges faced by healthcare providers when integrating LLMs into 

their clinical practice? 

RQ3: In what ways can LLMs be designed to better meet the needs and preferences of diverse healthcare 

user groups? 

RQ4: What future research directions should be pursued to ensure that LLMs are developed and 

implemented in a way that prioritizes human-centered design? 
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       The findings from our scoping review highlight three key themes: supporting healthcare providers, enhancing 

patient interaction and empowering communities through education and training. Through a comprehensive 

analysis of these areas, it was evident that LLMs are significantly reshaping healthcare interactions between 

human-human and human-technology. We found that these technologies are influencing patient outcomes and 

raising serious ethical considerations. By improving diagnostic accuracy (e.g. [36]),  providing timely and 

empathic patient interactions (e.g. [40]), and enhancing educational tools for medical professionals (e.g.[35]), 

LLMs are positioned to play a crucial role in the future of healthcare. However, as these technologies advance, it is 

important to address several practical implications, ensuring that they complement human expertise while 

safeguarding patient privacy and data security. In addition to the themes, the findings reveal several opportunities 

for future studies within the HCI community. Enhancing the personalization of LLM interactions, making patient 

care more compassionate and effective by focusing empathetic design, conducting longitudinal studies and 

adopting cross-disciplinary approaches, developing ethical frameworks, investigating the experiences of 

marginalized communities and improving the explainability of LLMs using transparent and comprehensible 

visualizations are some of them. We stress that it is critical to ensure the future work focuses not only on 

providing accurate results but also delivering culturally sensitive, and empathetic prompts.  

This review contributes to HCI research by providing a clear roadmap for future research. It emphasizes the 

need for personalization, empathy, ethical considerations, inclusivity, and transparency in the development of 

LLMs for healthcare. As this is one of the first extensive scoping reviews, predominantly focused on the HCI 

literature, we believe that it lays the groundwork as a foundational reference to guiding future studies within the 

HCI community. Addressing gaps identified in this paper could help build trust and transparency, empowering 

users, and ensuring they understand and trust the decision-making process, which is essential for sustainable, 

effective and ethical healthcare delivery. 

2 METHODOLOGY 

The purpose of this study is to explore how LLMs are being used and discussed in the HCI literature, especially on 

the healthcare discourse. We have used the scoping review methodology [4] with PRISMA model [64, 87]  as the 

methodology for this study. A scoping review is considered a thorough way to summarize existing research on a 

topic without evaluating the quality of each study. Particularly, it helps identify knowledge gaps and clarify 

concepts across a range of literature, making it a good starting point for understanding a field [43]. Unlike 

traditional reviews that critically evaluate evidence, scoping reviews focus on mapping out what has been studied 

[43]. A thematic analysis [5] of the selected studies was conducted to identify emerging themes. This process 

involved reading through the full texts to identify recurring themes related to the human-centered use of LLMs in 

healthcare 

2.1 Eligibility Criteria 

Studies were included if they satisfied the following eligibility criteria:  

EC 1:  Use Large Language Models or Generative AI as a technology.  

EC 2:  Focuses on the topic of health or healthcare:  

• includes physical and mental health topics,  

• excludes literature that does not have health or healthcare as an essential part.  
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EC 3:  Was published or to be published after 2022 in HCI related proceedings or journals (Note that the 

papers focusing entirely on the computational improvements of AI algorithms such as accuracy 

improvements, were removed manually as the focus of this paper is to investigate how humans can better 

interact with LLMs in healthcare) 

EC4: Written in English language. 

2.2 Source & Terms 

The primary source was the ACM Digital Library (ACM DL) as it is where most of the HCI related work is 

published [54, 88]. We supplemented the result by searching through Google Scholar to find the latest work that is 

in pre-prints [89] within the ACM digital library. This ensured a comprehensive examination of relevant studies. 

The exact query used was Abstract:(health* AND (ChatGPT OR "Generative AI" OR LLM* OR "Large Language 

Model")) OR Title:(health* AND (ChatGPT OR "Generative AI" OR LLM* OR "Large Language Model”)). The asterisk 

(*) wildcard was used for the “health” term to ensure zero or more unknowns’ characters were accepted which 

included terms such as healthcare in our search. The phrase E-Publication Date: (01/01/2022 TO *) was used to 

ensure we get the papers that were published from January 2022.  

The final refined search phrase was; 

Abstract:(health* AND (ChatGPT OR "Generative AI" OR LLM* OR "Large Language Model")) OR 

Title:(health* AND (ChatGPT OR "Generative AI" OR LLM* OR "Large Language Model")) AND E-Publication 

Date: (01/01/2022 TO *) 

2.3 Screening 

A CSV was computationally generated using the BIB file downloaded from the ACM digital library. And then the 

files found from the Google Scholar search were added to the CSV. After this, authors 1 and 2 screened the CSV 

individually against the eligibility criteria. Figure 1 below, illustrates the complete screening process. 
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Figure 1 : The PRISMA flow diagram for the scoping review screening process [64] 

 

After executing the search on the ACM digital library, we received 77 papers as of 21st of June 2024. We 

added an additional 21 papers collected from Google Scholar which were papers accepted to be published in the 

ACM digital library and were available as preprints at the time. The authors carefully went through all records and 

found three duplicated papers which were removed.  Another one paper was excluded as it was a non-English 

paper. Only the title and abstract were written in English. The eligibility was assessed on the resulted paper set 

(n=94). There were 33 papers excluded as both author 1 and 2 agreed that the focus was only to improve the 

computational efficiency of the algorithm. These 33 papers had no evidence of any focus in enhancing the human 

element as was the focus of this paper. After going through the full text to double check the focus of the paper and 

ensure it is within the eligibility criteria, a total of 61 papers were included in our scoping review.  

3 FINDINGS 

The use of LLMs in healthcare is a rapidly evolving field with significant implications for patient care, support, and 

overall user experience [72]. This section explores the diverse themes emerging from recent literature from a HCI 

perspective, where the primary focus is on the users rather than the development or evaluation of AI models. The 

following themes have been identified: Supporting Healthcare Providers, Enhancing Patient Interaction, 

Empowering Communities through Education and Training. Through a comprehensive analysis of these themes, 

this section aims to provide a nuanced understanding of how LLMs are reshaping healthcare interactions, 

influencing patient outcomes, and raising critical ethical considerations. 
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3.1 Supporting Healthcare Providers (RQ2) 

There is a branch of research which has explored the effectiveness of LLMs and LLM powered tools  in providing 

diagnostic reports to assist healthcare professionals in making better decisions (e.g. [18, 20, 31]). Koopman and 

Zuccon [31] reports that ChatGPT, a well-known LLM, demonstrated an accuracy rate of 80% when answering 

health-related questions. They suggest that LLMs can assist healthcare professionals by offering reliable 

diagnostic support, particularly in situations where rapid decision-making is critical. Sayin et al. [50], 

complements this by reporting that LLMs could enhance medical decision-making processes by providing 

accurate and reliable suggestions. They claim that healthcare providers believe LLMs can help them to reduce the 

number of errors in diagnostics. Rajashekar  et al. [46] have explored the integration of LLMs in clinical decision 

support systems (CDSS) for managing upper gastrointestinal bleeding (UGIB). The authors developed GutGPT, an 

AI-CDSS designed for risk prediction and guideline adherence in UGIB management. The study identified 

limitations such as the simulation lacking a real clinical environment for validation. Practical implications suggest 

that LLM-augmented AI-CDSS can enhance usability and accuracy in clinical settings by emphasizing their 

potential to support clinical decision-making. As such, researchers agree [31, 46, 50] that LLMs can help medical 

practitioners to enhance patient safety as accurate diagnostics are essential for effective treatment plans, and 

minimizing errors can lead to better health outcomes and potentially save lives. Additionally, researchers have 

explored the effectiveness of LLM powered tools in facing formal examinations. ChatGPT's performance on the 

United States Medical Licensing Examination (USMLE) which was evaluated and found that ChatGPT nearly 

reached the passing threshold without any specialized medical training, indicating its potential utility in clinical 

reasoning and medical education [35]. They suggest that LLMs can be further developed to assist in medical 

education and support in many accepts, LLMs can break language barriers by providing medical education and 

support in multiple languages. However, researchers state that it is crucial to note that these models are not 

infallible and require human oversight to ensure the accuracy and appropriateness of their recommendations. 

LLMs have been utilized to predict patient outcomes based  on diverse types of medical data, including 

electronic health records (EHRs), clinical notes, lab results, imaging reports, patient histories and clinical 

guidelines [34, 45, 78, 80]. These researchers have used electronic health records to train the LLMs and forecast 

disease progression and treatment responses. They found that LLMs could consistently monitor patient health 

data, provide timely alerts, and suggest appropriate interventions, which resulted in improving long term health 

outcomes. Kumar, Gattani and Singh [34] state that this would help healthcare providers to tailor treatments 

based on the specific needs of each patient. The real time recommendation generation of LLMs have also been 

explored to investigate how LLMs could support surgeons during procedures [50]. They report that LLMs could 

suggest optimal surgical techniques, assisting surgeons in making critical decisions by analyzing real-time data 

from various sources, including patient monitors, imaging equipment, and surgical instruments.  

HealAI [18] is a tool designed specifically for medical documentation. The authors used prompt engineering 

and training optimized LLMs to create a cost-effective and customizable solution for healthcare documentation 

reducing the administrative burden on healthcare providers. [12, 61], explored the integration of LLMs and IoT 

technologies in healthcare to improve clinical decision-making and reduce medical errors. They highlight the need 

for comprehensive evaluation methods to ensure that such integrations enhance clinical decision-making and 

patient outcomes. It is found that  LLMs have the potential to automate mundane routine tasks carried out by 

healthcare providers allowing them to focus on more complex decision making processes [1, 12, 18]. Jo et al. [27]  

explores the deployment of LLMs in public health interventions through a case study of the CareCall system. They 
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report that the intervention helped reduce loneliness and offloaded workload from teleoperators. However, they 

also state the users expect the systems to handle emergency situations and provide direct social services which 

often exceed the capability to of it which could be dangerous without human intervention. Yildirim [77] reports 

that clinicians prefer AI for routine tasks over complex decision-making, indicating a potential role for LLMs in 

supporting radiology.  However, [61] highlight the importance of addressing privacy and ethical concerns when 

integrating data from personal IoT devices such as smart watches when conducting further research. 

The ethical considerations surrounding the use of LLMs in healthcare are also important to be addressed. This 

includes understanding how these models can be seamlessly incorporated into clinical workflows and ensuring 

that they complement rather than replace human expertise. Surani and Das [60] provide an in-depth analysis of 

privacy and security concerns associated with healthcare chatbots. They highlight several concerns from HCI 

perspective regarding the integration of LLMs in healthcare. The primary issue is managing user consent. While it 

is widely acknowledged that users must be fully informed about how their data will be used and that obtaining 

their explicit consent is essential, this is often not effectively implemented. Another issue is that users often face 

difficulties in exercising their right to have their data deleted. The processes for requesting data deletion are 

frequently unclear or cumbersome. Trust levels among users vary significantly, with older users generally 

expressing more concern about data privacy compared to younger users [19]. Building trust is crucial for the 

widespread adoption of healthcare chatbots [59, 60]. 

The complementary findings of Zhengliang Liu et al. [39] , state that LLMs can assist doctors in making more 

informed decisions while retaining the essential human judgment and oversight in the diagnostic process. They 

also address ethical concerns related to the use of AI in medical diagnostics, such as patient privacy, data security, 

and the potential for bias in AI-generated diagnoses and claim that building trust with both medical professionals 

and patients is crucial for the successful integration of AI in healthcare. Several studies [2, 25, 36, 82] mirror this 

sentiment by reporting it's crucial to collaborate with regulatory bodies to develop clear guidelines focusing on 

ensuring patient safety, data privacy, and the ethical use of AI in healthcare. Research by Sayin et al. [50] 

emphasize the importance of maintaining transparency in AI decision-making processes. Ensuring that healthcare 

professionals understand how LLMs arrive at their recommendations is crucial for building trust and facilitating 

effective collaboration between humans and AI. 

3.2 Enhancing Patient Interactions (RQ 1) 

LLM-powered tools have been found to improve patient engagement by providing timely responses to health-

related queries and offering emotional support to users [68]. In this section we analyze previous research that 

explored how LLM powered tools interact with patients. 

There is a set of research available that provides insights into the application of LLMs in various health 

categories of patients particularly diabetes prevention and management [11], skin issues [37],  mental health [44, 

56, 73, 75], elderly health [3] and child health [51, 62]. Koulouri et al. [32] have explored the acceptability and 

effectiveness of using chatbots as mental health support tools for young adults. They conduct user interviews and 

surveys with a diverse group of young adults to gather insights on their experiences and perceptions of mental 

health chatbots and analyze the interaction logs of chatbot usage. They report that LLM powered chatbots proved 

to be effective in offering immediate support, particularly during crisis situations, by providing coping strategies 

and resources. Most users found chatbots to be an acceptable form of mental health support, appreciating their 

availability and ease of access. Preferred features included the anonymity they offered, the quick responses, and 
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the ability to express thoughts without fear of judgment. However, some of the participants have raised some 

concerns about the limitations of chatbots in understanding complex emotional states and providing personalized 

responses [45]. A complementing study was conducted by You et al. [78] where they investigate the effects of 

chatbot-based symptom checkers' conversational design on user behavior and emotions, and to identify ways to 

enhance user interactions with these apps. They have used interviews and experimental studies to explore 

potential conversational design solutions based on the interview findings. They report that providing emotional 

support through conversational support chatbots positively impacts user perceptions and experiences. Clear and 

detailed explanations of medical information enhance user trust and aid in decision-making. They state that these 

tools could significantly impact user satisfaction through emotional support and explanations and help patients 

manage their health better and reduce anxiety about symptoms or conditions. However, most  current discussions 

on trust in LLM powered tools often neglect the user's perspective, focusing instead on the principles of 

trustworthy AI without considering how users form trust judgments [38].  Koulouri et al. [32] state that the effects 

of emotional support and detailed explanations on user perceptions can vary depending on the context of the 

interaction. Telemedicine has gained significant traction, especially in the wake of the COVID-19 pandemic. These 

virtual assistants can handle a wide range of tasks, from answering general health queries to conducting 

preliminary assessments of symptoms. According to You et al. [78],  these AI-driven virtual assistants can respond 

to patients, providing guidance on whether they should seek in-person medical care or manage their condition at 

home. This capability is particularly valuable in rural or underserved areas where access to healthcare 

professionals may be limited. By offering round-the-clock support, virtual health assistants ensure that patients 

receive timely information and care, improving overall healthcare accessibility. Yang et al. [76],  also examines the 

impact of LLM-based Telehealth Voice Assistant for Older Adults on patient-provider communication, leading to 

better healthcare outcomes and increased patient satisfaction. The authors conducted interview studies with 

older adults and healthcare providers to assess the effectiveness of the voice assistant. Wang et al. [69], highlight 

the importance of mobile health (mHealth) applications in patient-provider communication, specifically for HIV 

care by improving patient engagement and communication quality in healthcare. They also highlight that LLMs 

can significantly enhance the emotional and affective quality of mHealth communication, improving patient 

engagement and satisfaction by providing more personalized and empathetic interactions. Another study [37] 

explores the design and implementation of AI-based conversational agents for healthcare applications. They 

employed a hybrid Wizard-of-Oz study design [16], combining human operators and AI responses to simulate a 

conversational agent. They report that participants found these tools helpful in understanding their medical 

situation and alleviating their concerns. Most participants' experiences were positive in interacting with the tool. 

Researchers agree that improvements are needed to address emotional and empathetic interactions in modern 

LLM powered tools used in healthcare [27, 52].  

Alessa and Hend Al-Khalifa [3] investigate the role of LLM powered chatbots in enhancing elderly health and 

providing social support by providing an overview of the system's inspiration, functionality, design and focusing 

on creating a user-friendly interface. They highlight the importance of designing a conversational companion 

tailored to the needs of elderly users, emphasizing the importance of user-specific data and continuous 

refinement as ChatGPT effectively enhances social support for elderly individuals. Soun and Nair [56], analyzed 

GPT 3.5 based mental health applications. The study exhibits notable biases, particularly towards young female 

patients. These ethical concerns prompt the need for continuous evaluation and improvement of AI models to 

ensure fair and effective mental health support [73]. 
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Tang et al. [62] have evaluated an emotional learning tool designed for children with High-Functioning Autism 

(HFA). The findings indicate that HFA children showed significant improvements in emotional recognition and 

expression after using the tool for ten days. Children completed an average of 52.5 conversations, demonstrating 

high engagement and usability of the tool. The study also highlighted the potential of GenAI in supporting 

personalized emotional learning. Stapleton et al. [57], explore and address the challenges faced by online 

volunteers in supporting individuals with suicidal ideation. Researchers conducted interviews using role-playing 

conversations to simulate scenarios with varying severities of suicidality. The study employed a "speed dating" 

approach to present several design concepts to participants, focusing on emotional preparation and support, real-

time guidance, training, and suicide detection, aiming to gather feedback on potential solutions. While the 

researchers saw potential in AI-based technologies for training and guidance, they emphasized the need for 

human discretion and contextual understanding. The volunteers expressed a strong desire for more emotional 

preparation and support mechanisms, highlighting the importance of peer support [79] and resources to manage 

the emotional stress of their work. It was also found when interacting with LLM powered conversational agents, 

that children perceived them as a peer and felt comfortable sharing both positive and negative experiences [52]. 

Authors report that some children were disappointed by the systems’ limitations in sharing its own experiences 

or emotions and emphasize the need for more sophisticated interaction capabilities.  

3.3 Empowering communities through Education and Training (RQ 3) 

Studies are conducted to explore the experiences of integrating LLMs into healthcare systems in various 

marginalized communities. Najeeb et al. [1] explore the role of LLMs and conversational agents (CAs) in 

healthcare peer support programs by providing consistent and reliable information, facilitating communication 

among participants. The authors employed an ethnographic approach to understand the facilitators' needs and 

the potential of LLMs to support peer support programs. However, as this study was done as the solitary case 

study in Kenya, it may not be universally applicable. Yadav et. [74] explored the potential of using chatbots to 

educate women about breastfeeding in urban areas of Delhi, India. The study involved a Wizard-of-Oz experiment 

with twenty-two participants, including breastfeeding mothers and community health workers. The findings 

showed that the majority of questions from users could be addressed by the chatbot, indicating its potential as a 

valuable tool for providing reliable breastfeeding information. The study also highlights the significant influence 

of female relatives on breastfeeding practices and the need for chatbot designers to focus on positive 

reinforcement and contextual sensitivity. Steenstra et al. [58] suggest improving accessibility of digital forms for 

older adults and marginalized groups when entering health data by highlighting the importance of developing 

digital solutions that cater the needs of overlooked demographics, particularly through multimodal interfaces to 

enhance the usability for older adults. Najarro et al. [6] introduces WMGPT, a system designed to provide mental 

health counseling using a customized GPT model. It was aimed to counter the limitations of traditional in-person 

counseling such as social stigma. 

      Self-reflection is an aspect of mental health that helps person understand about themselves, both young and 

old [35, 52]. It encourages a person to better understand their own experiences and perspectives. When this is 

applied within a community, it can lead to collective understanding where each community member undiscussed 

each other’s struggles as well as triumphs. Research has been conducted [30] to explore how LLM driven 

journaling apps can be used to help psychiatric patients in better understanding their thoughts and daily contexts. 

Kim et al. [30] report that MindfulDiary, an LLM driven diary application helped patients to move deeper into 
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their thoughts. Patients report that they felt a sense of empathy from the application which helped them maintain 

consistent journaling habits. Another study has [44] extended this work by integrating LMS powered journaling 

tool with the work of college students targeting their well-being. They plan to investigate how such a system can 

enhance mental well-being through context-aware self-reflection. 

       Another aspect of empowerment where LLMs attempted to tap into is mental resilience. Communities often 

encounter various crisis situations (natural disasters, economic downturns, or pandemics) and mentally resilient 

individuals are better equipped to handle stress and recover from adverse situations [17, 65]. Hu et al. [22] 

investigates the potential of using LLMs  to cultivate  mental resilience in children. Authors employed qualitative 

interviews with children and their parents where they used a mobile app powered with an LLM designed to 

enhance psychological resilience. The overall feedback was positive on usability and effectiveness. However, the 

authors highlight the need to balance educational and engaging content. While engagement kept the children 

using the system, educational content ensured that the interactions are meaningful and beneficial for their mental 

resilience. Also, since children have shorter attention spans [63, 90], it is also crucial to optimize the interaction 

length and speed. These will help ensure sustained interest, effective learning, and a positive user experience. 

Researchers have  investigated the use of virtual agent-based games to enhance health education among 

adolescents [58]. The authors developed a fantasy game using LLMs to enhance health knowledge and vaccine 

acceptance among adolescents. The study shows that games can improve learning and engagement in health 

education, particularly among adolescents. However, they highlight further diverse studies are needed to confirm 

these findings. Wu et al. [71],  explores the use of LLMs  at reducing problematic smartphone use. They used a 

LLM powered tool named MindShift which considers users' in-the-moment behaviors, physical contexts, mental 

states, goals, and habits to generate personalized persuasive content. They developed four strategies: 

understanding, comforting, evoking, and scaffolding habits, each focused on different mental states (boredom, 

stress, inertia). The study revealed that the MindShift intervention significantly reduced smartphone usage 

duration by 7.4-9.8%, indicating less time spent on devices. Participants also reported notable improvements in 

self-control. User feedback further highlighted the effectiveness and acceptability of Mindshift’s personalized and 

context-aware interventions, which were preferred over static, repetitive reminders. Ding et al. [14], have looked 

into how language patterns in social media discussions on public health practices can be analyzed using LLMs 

which can influence national health outcomes. The study shows that people's engagement with health-related 

discussions on social media can influence and reflect real-world health outcomes. This highlights the importance 

of understanding and monitoring online discourse to guide public health strategies. The authors report that social 

media play a critical role in influencing health behaviors and outcomes, demonstrating the potential of LLMs in 

analyzing and leveraging online discussions for public health intervention. Elise et al. [29] complements this 

finding by experimenting how LLMs can create persuasive public health messages to invoke positive emotions 

towards vaccinations.  It was found that LLM generated messages were perceived as more effective, stronger 

arguments, and invoked more positive attitudes than those created by the CDC (Centers for Disease Control and 

Prevention) USA. However, it was also reported that despite the quality of LLM generated content, individuals 

trusted messages from the CDC more than those labeled as AI-generated. This study and many others [50, 60] 

highlight a critical aspect of trust in communication. While LLMs can produce compelling messages, users still 

place higher trust in content from recognized human institutions.  
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4 FUTURE DIRECTIONS FOR THE INTEGRATION OF LLMS IN HEALTHCARE: HUMAN-CENTERED 

APPROACHES (RQ 4) 

The use of LLMs in healthcare offers a set of opportunities to support patient care, streamline healthcare services, 

and assist medical professionals. We believe these benefits can be maximized by prioritizing a human-centered 

approach, focusing on usability, ethical considerations, and collaborative interdisciplinary efforts. This section 

presents such future research directions focusing on not only to deliver advanced technological solutions but also 

meet the diverse needs and concerns of patients and healthcare providers, ultimately enhancing patient care and 

improving healthcare outcomes. 

4.1 Personalized Interactions  

Personalized and context-aware interactions have long been of interest within CHI communities around the 

world. They can significantly enhance user experience and efficiency by tailoring content, functionality, and 

design to individual preferences [11], For instance, in healthcare, personalized versions of ChatGPT have shown 

varied accuracy in health information provision based on the specificity of user prompts, underscoring the 

importance of tailored interactions [31]. In the field of medical education, AI systems such as ChatGPT have 

demonstrated near-passing scores on the USMLE without specialized training, highlighting their potential to offer 

personalized learning experiences [35].  

However, research on improving personalization in LLMs is still in its initial stages. As such we believe that 

future researchers should prioritize providing advice that is not only relevant and precise but also aligns closely 

with individual needs, significantly boosting user satisfaction and trust. You et al. [78] discuss the significant 

benefits of such personalized interactions, noting how they can deepen user trust and enhance the overall 

experience. 

Incorporating personal health data into LLM interactions is crucial for offering tailored advice and 

recommendations [12]. The emergence of wearable and IoT devices present a great opportunity with this regard 

[49, 77]. As such, future research should focus on developing methods to effectively integrate data from wearable 

devices such heart rate monitors, glucose sensors, and fitness trackers into LLM interactions. This integration 

enables LLMs to provide personalized health advice tailored to the individual's real-time physiological data [11]. 

also highlight the necessity for personalized health management plans that include custom health goals and 

behavior interventions tailored to user habits and preferences. 

The benefits of such personalized interfaces are multifaceted. On the one hand, the patients would get more 

relevant and precise medical advice, leading to greater engagement and adherence to treatment plans. On the 

other hand, health care professionals are enabled to deliver more effective care with tailored information, making 

better-informed decisions that cater specifically to each patient's unique health conditions and preferences. 

Systems that adjust to individual patient needs which can reduce unnecessary treatments and streamline 

processes, potentially lowering costs and improving resource allocation. 

By focusing on personalization and integrating advanced technologies such as IoT, HCI researchers can help 

ensure that AI applications in healthcare are not only efficient but also compassionate and patient-centered, 

leading to better health outcomes and higher satisfaction among all stakeholders involved. 
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4.2 Longitudinal and cross disciplinary interventions  

The CHI community has long engaged in discussions about the balance between understanding the long-term 

implications of technology use versus focusing on short-term explorations of emerging tools and interfaces. As such 

another area that remains underexplored is the long-term impacts and implications of these LLM interventions. 

To fully understand and harness the potential of AI in healthcare, it is essential to conduct longitudinal studies 

and embrace cross-disciplinary approaches. These studies should allow researchers to track changes in patient 

outcomes, adherence to treatments, and overall healthcare experiences over time [31]. For instance, while initial 

studies may show high accuracy rates of AI in diagnostics, longitudinal studies can reveal how these tools 

influence patient behavior, long-term health outcomes, and the evolution of disease management practices. 

Moreover, the dynamic nature of AI technologies necessitates continuous evaluation. Longitudinal studies can 

help in understanding how updates and improvements to AI systems affect their performance and user 

interaction. By tracking the evolution of AI systems and their interaction with patients and healthcare providers, 

longitudinal studies help ensure these technologies remain relevant, effective, and aligned with clinical needs.  

In addition to longitudinal studies, we believe cross-disciplinary approaches and disciplinary approaches are 

vital in addressing the diverse challenges associated with integrating LLMs in healthcare. Researchers agree that 

addressing the complex challenges of integrating LLMs in healthcare would benefit from insights from multiple 

disciplines [10, 83]. Integrating HCI expertise with AI technologies can significantly improve the usability and 

effectiveness of LLMs in healthcare. Future research initiatives could focus on developing LLMs that adhere to 

user-centered design principles, ensuring that the systems are tailored to meet the specific needs, preferences, 

and experiences of end-users by making users a central part of the design process. This complements Zhu et al. 

[81]  where they advocate for iterative prototyping and usability testing with both healthcare providers and 

patients. This multidisciplinary collaboration is necessary to design user-centered tools, develop robust data 

privacy and security measures, and create ethical frameworks for responsible use of LLMs in healthcare [10, 25, 

78]. Such a holistic understanding would greatly benefit end users. For example, healthcare providers would gain 

from interfaces that are intuitive and streamline complex decision-making processes. This will help reduce 

cognitive load and increase focus on patient care. Patients benefit from more engaging and understandable 

interactions with AI-driven health applications, which can enhance their overall experience and satisfaction with 

healthcare services. Additionally, the AI researcher would gain valuable insights from user feedback that can 

guide the optimization of existing LLM functionalities. This will ensure the technologies developed are not only 

advanced but also practical and user-friendly. As such, we believe that adopting a longitudinal and collaborative 

approach will not only drive innovation but also ensure that the technology developed is both effective and well-

suited for sustainable use in real-world healthcare applications in the long term. 

4.3 Respectful and responsible design 

The healthcare sector is known for its intricate regulatory and ethical frameworks, which adds complexity to the 

development and deployment of LLMs. Additionally, one of the major stakeholders - patients are often vulnerable. 

This makes it even more crucial to incorporate ethical and legal insights at every stage of LLM development to 

ensure these technologies align with healthcare standards and prioritize patient welfare. Researchers agree that it 

is important to have comprehensive ethical and legal frameworks to govern the use of LLMs in healthcare [55, 66, 

67]. These frameworks would ensure that AI systems are used responsibly, protecting patient rights and 
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maintaining public trust. It’s also important not to simply build trustworthy applications, but also to effectively 

communicate this trustworthiness to the users [38] .  

Considering these, we suggest that future research should aim to develop ethical frameworks that guide the 

responsible use of AI in this field, ensuring that considerations such as patient rights, data privacy, healthcare 

regulations and standards, and fairness are at the forefront. We suggest that researchers should focus not only on 

being innovative and effective but also on being responsible and respectful of the unique demands of the 

healthcare sector. It should be noted that respectful and responsible design [53] is more than adhering to rules or 

laws; it is about acknowledging human dignity and individual characteristics, treating people as ends in 

themselves rather than means to an end. As such, these frameworks need to be crafted in collaboration with a 

diverse group of stakeholders, including healthcare professionals, ethicists, and legal experts. Such collaboration 

ensures that the guidelines are well-rounded and practical, addressing the varied perspectives and concerns of 

those involved in healthcare delivery.  

Another potential research direction would be to explore how to get patients and healthcare providers 

involved in the design process of LLMs [67]. This may include incorporation of conducting user studies, focus 

groups, and surveys to gather feedback and iteratively improve the models. This requires integrating 

comprehensive patient data securely and ethically, ensuring that the individuality of each patient is respected. 

Furthermore, we should explore how these systems can prioritize obtaining informed consent from patients 

before using their data or making decisions on their behalf. Exploring how to ensure patient autonomy by 

presenting recommendations as options, and not as final decisions would also be interesting. A comparative study 

where the recommendations are given for one set as options and the other as final decisions could generate 

valuable insights. LLMS can also be designed to exhibit empathetic behaviors, understanding the emotional and 

psychological needs of patients. For example, virtual assistants powered by LLMs can provide comfort and 

reassurance to patients undergoing stressful medical procedures. 

Inspired by studies in Kenya [1] and rural India [74] , another interesting avenue of research would be to 

explore the experiences of users from marginalized communities in using LLMs to manage health related 

activities. Marginalized communities often face a specific set of challenges when accessing healthcare and 

technology. Infrastructure issues, low digital accuracy, language barriers, skepticism towards modern technology 

and western medical practices, and social stigmas are some of these challenges. While many of the interventions 

within the western society resulted in largely positive outcomes, it would be interesting to investigate whether 

the same study would produce comparable results with these marginalized communities. Localizing these LLMS 

to suit and address these specific challenges could be another future research. 

4.4 Emotional Support and Empathetic Design 

Emotional support [32, 78] and positive feedback [8] in LLM interactions are found to be positively correlated 

with better health outcomes. However, it was also found that managing conversations involving suicidal ideation 

presents significant challenges [57].  

Accordingly, future research can focus on identifying factors that contribute to positive outcomes aiming to 

enhance the impact of LLM involvements in mental health interventions. These factors can then be incorporated 

into LLMs to provide more empathetic and supportive interactions, which are essential for mental health 

applications. As [8] found that positive feedback correlates with better mental health outcomes, future 

researchers can explore how these positive reinforcement can be applied in LLMs to improve user engagement. 
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Studies have also shown that LLMs have the potential to positively influence the emotional learning of younger 

users [28, 62] . As such it would be interesting to study how LLMs can be used to better support emotional 

development and how they can help young users better understand and manage their emotions, contributing to 

healthier psychological growth. 

Reinforcing LLMs with emotional intelligence, which would enable more sympathetic replies, is another 

possible research direction. One interesting topic of study would be to investigate how these empathetic reactions 

affect patients' ability to manage stress and worry connected to their health. Additionally, exploring how 

healthcare providers leverage these emotionally intelligent systems to gain deeper insights into their patients’ 

emotional and psychological states would help better design these tools for the future. Another possibility would 

be to explore how LLMs should handle such sensitive topics to provide immediate crisis support and ensure safe 

escalation to human professionals. The sustained interaction of these systems, while protecting vulnerable users 

and maintaining their interest and engagement over time, is also a key area for future research. 

4.5 Improving Explainability for Users through effective visualizations 

Aligned with the suggestions of [31, 83], who advocate for making AI's decision-making process more transparent 

and comprehensible, another critical future direction is to improve the explainability of these models for end 

users. Transparency is particularly important because people naturally want to understand what they are 

engaging with and why certain outcomes occur. Transparency would help to build trust between the technology 

and its users, enabling patients and healthcare providers to understand how LLM powered systems arrive at their 

conclusions and feel confident in using them. It will also enable the healthcare sector to ensure accountability, 

allowing healthcare providers to evaluate the appropriateness of the recommendations provided and take 

corrective action if necessary. 

As such, future research could focus on ways to improve the explainability aspects of LLM results. Research 

can explore development of algorithms that offer clear, straightforward explanations of their outcomes and 

designing user interfaces that allow users to see and understand the logic behind provided recommendations. 

Participatory design studies and focus group sessions can help identify how laypersons perceive the outcomes of 

certain models. This will help guide the design of systems that communicate effectively with diverse user groups. 

Instead of relying on a one-size-fits-all approach to visualization techniques for explaining these algorithms, 

researchers can explore the most optimal visualization techniques tailored to each specific scenario. The 

effectiveness of visualizations such as flowcharts, heatmaps, and decision trees which have the potential to 

transform complex algorithms into understandable graphics, must be evaluated using techniques such as A/B 

testing [91]. These research findings can be used to measure effectiveness of such visualizations in improving the 

explainability. Collaboration with healthcare professionals can ensure the explanations provided by LLM powered 

systems are relevant and useful in a clinical context, while educational initiatives and regulatory frameworks can 

further support transparency. By enhancing explainability, these technologies become not only more transparent 

but also more trustworthy, leading to wider acceptance and more effective implementation in healthcare settings. 

5 CONCLUSION 

The rapid growth of LLMs and related fields are revolutionizing several fields of study including healthcare. 

Particularly in healthcare, this integration can be used to impact aspects such as patient care, healthcare delivery, 

and supporting medical professionals in decision making. However, while much of the previous research is 
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carried out to explore the improvements of computational efficiencies and result generation accuracy, the work 

focusing on supporting the human experience when interacting with such LLM powered tools are lacking. As such, 

this integration of LLMs in the healthcare sector presents a new frontier of research for HCI practitioners. The aim 

of this paper was to synthesis the HCI work related to healthcare sector to provide a foundation for future 

research. 

Accordingly, we have conducted a scoping review using the PRISMA model focusing mainly on the HCI 

research in incorporating LLMs in healthcare. Through a thematic analysis, this paper highlights the roles LLMs 

can play, from providing diagnostic support and personalized health advice to offering emotional and mental 

health support. Our analysis reveals three key themes, including supporting healthcare providers, enhancing 

patient interactions, and empowering communities through education and training. Additionally, the review 

identifies significant opportunities for future research from HCI perspective, emphasizing the importance of 

personalized interactions, longitudinal and cross-disciplinary studies, respectful and responsible design, 

emotional support, empathetic design, and improving the explainability of AI systems. 

Through this paper, we make the case that by prioritizing a human-centered approach, future research can 

ensure that LLMs are developed and implemented to meet the needs and preferences of diverse patient groups 

and healthcare providers. We suggest that such an approach will not only help advance technological innovation 

but also promote ethical, effective, and sustainable use of technology in healthcare. We also promote the use of 

collaborative efforts among HCI researchers, AI developers, healthcare professionals, and regulatory bodies to 

address the complex challenges associated with integrating LLMs in healthcare. We highlight how the successful 

integration of LLM powered tools requires careful consideration of human factors, ethical standards, and 

continuous evaluation to ensure they complement human expertise and safeguard patient privacy and data 

security. This comprehensive scoping review contributes to the HCI research by serving as a foundational 

reference for future research in the HCI community, guiding the development of LLMs that are not only advanced 

and efficient but also compassionate, ethical, and centered around the users they aim to serve. 
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